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This paper attempted to obtain the optimized value by tuning the hyper-parameters of Convolutional Neural Network (CNN) by
mimicking the biological and collaborative behaviour of Spotted Hyenas. To resolve the complications associated with tuning the
hyper-parameters of CNN such as; learning rate, momentum, number of epochs, batch size, kernel size, kernel type, stride, padding,
number of nodes in hidden layers, and activation functions a bio-image classification model has been developed empirically by
utilizing the explorative strength along with exploitation in the search region using a recently developed meta-heuristic optimization
approach inspired by the life of spotted hyenas such as; encircling, hunting, attacking and searching for prey to solve continuous
optimization problems by mathematically modeled technique. The suggested method has been assessed by traditional Artificial
Neural Network (ANN) based strategies as well as Deep learning network-based strategies. The efficacy of this hyper-tuned CNN
classification model has been proven by various accuracy measures, convergence analysis, and statistical implications on two
benchmark datasets from Kaggle data repository. From this study, it can be observed and concluded that the suggested nature-
inspired method of tuning the hyper-parameters of CNN is an effective and trustworthy algorithm that has ability to classify the
brain MRI images in an optimized manner.

Keywords: Brain MRI images, Convolutional Neural Network (CNN), Deep learning network, hyper-parameter tuning, Spotted
Hyena.

OVERWEW particular, machine learning and deep learning
algorithms®® have contributed to bio-medical image
classification research. In short, bio-medical image
classification is a process of organizing biomedical image
databases into image categories before diagnostics. The
selection of a machine learning algorithm to develop
such an efficient and accurate model is the challenging
issue faced by machine learning

A huge amount of image data is readily available for
the last many years for medical image analysis and
medical decisions. In practice, many computer-aided
diagnosis (CAD) systems based on machine learning
methodologies are being proposed, developed and
widely used to facilitate medical professionals.!"? The
challenges such as; obtaining the performance of the
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researchers.[”) Nowadays, CNN-based classification has
been widely used in the medical image classification
task due to its excellent feature extraction approach.
While using CNN, it has been observed that it requires
a set of parameters that is external to the data and the
tuning of those parameters are done manually.!'**) Those
variables of the network structure of CNN are known as
hyper-parameters. The key challenge is choosing a set of
hyper-parameters in a reasonable time without manual
intervention which helps to build an accurate and
efficient model to classify the images into its categories.
It has been studied that, numerous research has been
found in optimizing the hyper-parameters based on many
optimizing techniques such as; evolutionary algorithms
and swarm-based algorithms. But very less work has
been performed in validating the assumptions done
for optimizing those hyper-parameters and obtaining a
tuned CNN model which is theoretically and practically
significant to the medical sector.'” The objective of
this research is to employ the CNN which will not only
depend on the chosen architecture but also will be able
to automate the selection of hyperparameters such as;
learning rate, momentum, number of epochs, batch
size, kernel size, kernel type, stride, padding, number
of nodes in hidden layers and activation functions
easily and quickly to ensure the best performance of
the model in some datasets.['"!*) Therefore, CNN has
been customized with a nature-inspired Spotted Hyena
Optimization (SHO)!'*'®) to obtain the optimal values
for hyper-parameters and get a tuned CNN for image
classification which can other hands automatically and
efficiently learn the essential image features that are
suitable for the classification task.

In past, the optimization of machine learning
algorithms was usually achieved using gradient-
descent and finite element tools and techniques, the
mathematical calculations involved in those are limited
to the calculation of accurate function gradients and
are trapped in local optima and the slow convergence
rate. Considering these limitations of those traditional
optimization approaches, the meta-heuristics have
become popular which are computationally inexpensive,
flexible, and simple to experiment with. The meta-
heuristic and nature-inspired swarm-based optimizations
algorithms and searching strategies are best-used
optimizers in this field of research.l'*¢7 In this work,
an attempt has been made to tune the hyper-parameters
of CNN using the social and hunting behaviour of the
spotted hyenas which in turn is also a new type of meta-
heuristic optimizer.

The current work explains the proposed SHO-based
training of the CNN algorithm and during the training
process the values of hyper-parameters of CNN are
properly selected and optimal values of those parameters
are obtained. The SHO uses the hyper-parameters of

CNN in terms of vectors and assigns the best value
for those above-mentioned hyper-parameters from
the assigned lower and upper bound values of CNN
parameters using mathematical modeling of the phases
of SHO such as; encircling, hunting, attacking, and
searching of prey. The main motivation and objective of
choosing SHO to hybridize with CNN classifier can be
noted as; the high exploration and exploitation approach
which have shown the wide use of this meta-heuristic
algorithm and it has been observed that it shows its good
performance to attain the global optimum which has not
been the case of other meta-heuristic approaches.!'s2
A large number of studies on biomedical image
classification for the design of CAD-based systems have
been studied. This section deals with a detailed study
on the classification of biomedical images such as MRI
images.

The accurate performance and ability for data analysis
have made machine learning algorithms a widely used
approach for any type of data analytic problem. But
it must be understood that designing the data analytic
models using machine learning techniques is not that
casy because it needs an effective selection of models as
well as the selection of optimal values for the parameters
of those models. Manual selection of parameters is now
obsolete and there is a need to automate this learning
process of the classifier which can automatically choose
the best or optimal values.?!! This section discusses the
recent work done on this hyper-parameter optimization.
There are basically, two categories of parameters are set
for any machine learning model for example; weights
of neurons in ANN which are initialized and updated
during the learning process those are called model
parameters, and the other parameters such as; learning
rate to train the ANN is known as hyper-parameters.
(1131 Recently, a hyper-parameter tuned model has
been suggested by Kumar et al.’) and authors have
used the random forest and Bayesian classifier for
experimentation on breast cancer dataset and they have
achieved 3.7146 %, 5.27398 %, and 4.4413 % improved
performance over the few existing methodologies such
as; BPNN, FW + SSA-SVM, FW + GA-SVM, etc. Pan
et al.'"" proposed a multispectral method based on CNN
to find the optimal values of hyper-parameters of CNN.
Authors have tested this model with Titan data and they
have compared the proposed method with few classical
CNN models such as; AlexNet, VGG16, and ResNet50
too. A gradient descent method has been proposed by
Jiang et al.?*! to optimize and regularize the hyper-
parameters of SVM using a bi-level of an optimization
model. The authors have validated their model with few
existing gradient descent methods and showed that the
proposed strategy for SVM is achieving better accuracy
in terms of prediction.

Similarly, Gul et al.?¥ tried to propose a method to tune
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the hyper-parameters of SVM for providing accurate
spillway type selection by utilizing the random forest
method and they have achieved 93.81% accuracy
comparing with few existing methods. A model for
selecting hyper-parameters of CNN classifier based
on a variant of PSO named as cPSO-CNN has been
authored by Wang et al.l'¥! by adopting the ranking of
PSO particles to reduce the cost function. In this work,
the authors tried to optimize the basic hyper-parameters
and also tried to optimize the pooling method, stride and
padding along with kernel number of pooling layer and
fully-connection layer parameters respectively. Another
hyper-parameter tuning based on deep neural network
has been attempted by Yoo The proposed method has
been tested on auto-encoder and CNN for The Modified
National Institute of Standards and Technology
(MNIST) dataset. The proposed strategy achieved
fast convergence in fewer computational resources.
Few more hyper-parameters optimization has been for
machine learning models. To cite them, Cui et al.** used
Gaussian process-based Bayesian optimization, Aszemi
et al.””) used genetic algorithm, Singh et al.?®) proposed
a Multi-level PSO algorithm to optimize the hyper-
parameters of CNN.

Motivations

a. Bio-medical images, like MRIs or CT scans, contain
a huge volume of rich data about the underlying
tissue structure. Interpretation and analysis of
these voluminous data are required to get a proper
diagnosis and accurate evaluation of the extent of
diseases.

b. This often requires machine learning techniques,
like classification, to build automated expert
systems that ensure a reliable and accurate diagnosis
of diseases and thereby are of great help to the
radiologist and medical experts.

c. Though there are many strategies developed
for image analysis, still, the recent demand for
biomedical image analysis has been one of the
contributing factors.

d. Biomedical images such as; MRI, PET, CT scan,
and Ultrasound images are being produced and
are used for the detection of tumors or any kind
of abnormalities in the human body which are
clinically used and analyzed by radiologists. CAD-
based systems are being in demand and contributing
to the development of new methodologies to
provide accurate diagnostic analysis.

e. There are many supervised and unsupervised
methodologies applied to the design and
development of CAD-based systems for medical
image analysis with respect to segmentation and
classification, where machine learning techniques
are being widely utilized. In this study, an attempt
has been made to explore the capabilities of few
traditional ANN-based strategies along with deep

learning-based methodologies. The CNN for
image classification has been extensively used and
experimented with.

f. In the case of CNN, choosing the best values for
the hyper-parameters as discussed in the previous
section is the focussed challenge among the
researchers to overcome the problem of choosing
or setting the values of those parameters manually.

g. Very little research has been done to validate the
hyper-parameter values of CNN, and now many
meta-heuristic optimization strategies have been
gaining attention to obtain the optimal value of
such hyper-parameters. However, this motivated
to hybridize the SHO to automatically tune those
parameters of CNN.

Original Contributions

In this work, a pedagogical approach combining the
machine learning techniques along with meta-heuristic
optimizer for the development of a novel bio-medical
image classification model has been conceptualized to
get a big picture of challenges and issues associated
with the design of such CAD-based systems for image
classification and validation of proposed approach. The
key contributions of this study are;

a. Collection of brain image datasets from Kaggle
repository®-% to be used as input to the classifiers.

b. The hyper-tuned learning mechanism based on SHO
and CNN has been explored to classify the brain
MRI datasets, as it uses a pre-trained model to
overcome the issues associated with huge datasets.
The hyper-parameters of CNN have been tuned by
SHO for both datasets.

c. A straightforward comparison has been made on
traditional ANN models, deep neural networks
(DNN), and hyper-tuned CNN learning-based
image classification.

d. The performances of those models are recorded and
improvements over each have been detailed.

e. The wvalidation of the proposed hyper-tuned
CNN model has been done based on accuracy,
misclassification rate, precision, recall, specificity,
Fl-score, G-mean, etc.!), and also the performance
recognitions are recorded based on error-graphs
during both training and testing phases. One of the
most important evaluation metric receiver operating
curves (ROC)B! has also been obtained to check
and confirm the performance ability of the hyper-
tuned CNN image classification model.

f. Thekey observations withrespectto experimentation
have been discussed in detail.

This paper has been organized as; Section 2 discusses
the methodologies adopted for experimentation.
Section 3 gives a detail discussion of the broad scope
of this research with the layout of experimentation
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and validation. Section 4 explains the research metric
and empirics used for experimentation with datasets
used, parameters setup, and result analysis. The key
observations of experimentation are given in Section
5. The paper has been concluded in Section 6 with few
future scopes of this work.

PRELIMINARIES

In this section, various classifiers such as MLP,
ELM, DNN and CNN from traditional ANN-based
classifiers and deep learning-based classifiers used for
experimentation and comparison are discussed in detail.
The SHO has also been detailed in this section along
with its working principle.

Traditional ANNs: MLP and ELM Classifiers

ANN is a part of machine learning that attracts the interest
of researchers over decades.!"! The neural networks try
to mimic the behaviour of the human brain to perform
different machine learning tasks. The ANN consists of
hundreds of artificial neurons (processing units) which
are considered its main building block. Each neuron is
made up of input and output units, where the neuron
receives the inputs through the input units, and then it
performs a kind of linear or nonlinear operation over
it. Finally, forward the results to the next unit through
its output units. There are many variants of ANN, here
we have used MLP and ELM for experimentation and
validation purpose which are discussed below.*”

MLP Classifier

MLP is one of the simplest variants of ANN. This
network consists of a single layer with the output
layer and the target output. MLP can approximate
any nonlinear function and it’s widely used in many
applications. Anyway, sometimes MLP fails to provide
a good solution because of the inappropriate selection of
the network architecture, the inappropriate initialization
of the interconnections’ weights, or the inappropriate
selection of the activation functions.?33

ELM Classifier

Another family of ANN proposed by Huang, et al in
2004 is called ELMBP**! and it can be visualized as a
single layer feed-forward neural network where the
connections’ weights between the input layer and the
single hidden layer are randomly initiated. On the other
hand, the connections’ weights between the hidden
layer and the output layer are calculated with the help
of Moore—Penrose generalized inverse. In contrast
to FLANN, the ELM network doesn’t require pre-
calculation of a higher-order combination of the input
data, it doesn’t use gradient descent to be trained, and it
uses activation function at the hidden nodes. In general,
ELM networks require less computational power, and
it is less time-consuming which makes them a better
alternative to traditional neural networks that use the

gradient descent method to train. ELM networks can
approximate any continuous non-linear function f(x) by
satisfying the condition ‘,}i@,”zg:l Bhi(x) — f(x)| = o.

Anyway, the universal approximation capability of ELM
has been proven by various researchers. The choice of
the activation function can highly affect the general
performance of the ELM network, so that, it needs to
be selected carefully and according to the nature of the
problem under process. The final output of the ELM
network can be calculated according to the following

Eq. (1).
Y=H.pB (1

Where, H = {Hy,H,,..Hi} is the output of the hidden
layer and B is the weights matrix of the hidden-output
connections. Like any other ANN, the goal of ELM is
to reduce the mean square error between the calculated
and actual output. Another goal of ELM is to minimize
the 1 2 norm of B matrix. The reason behind that is
to enhance the generalization performance of the
ELM network. The updated weights’ matrix 3 can be
calculated by the following Eq. (2).

B =H'Y )

Where, H1 is known as the Moore—Penrose generalized
inverse of the hidden layer output. Despite the
extraordinary performance of ELM and its variations,
it is unable to deal efficiently with problems of very
high complexity such as image classification and object
recognition, and another limitation of ELM is the
calculation of the inverse of the hidden output matrix
which is considered computationally expensive, when
the number of hidden nodes exceeds a specific limit.

Deep Networks: DNN and CNN Classifiers

Deep networks are another improved version of ANNs
that can model complex non-linear relationships by
adding multiple numbers of hidden layers in the ANN
network and employs math modeling to increase the
accuracy of the classifiers. Deep networks capitalize the
ANN component to improve the capability of a model by
adding stacks of hidden layers to grade the importance
of the inputs to determine the output and get the benefit
of adding more layers. This addition of multiple layers
makes it deep; therefore it is also known as the deep net.
There are many variants of the deep networks are there
for classification and prediction purposes, out of them
here we have used DNN and CNN which are discussed
below.

DNN Classifier

Different variations of neural networks proposed over
years, and maybe the simplest and more powerful idea
is DNN. Simply, DNN is a neural network of at least
two layers. The number of nodes at each layer and
the maximum number of layers is bounded only with
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the computational power of the device running these
networks. The deep structure of DNN allows it to
learn deeper for hard problems. It is also able to adapt
to any kind of problem and solve highly complicated
problems. DNN networks start with a single input layer
followed by a series of hidden layers. The last layer is
the output layer where the expected output is obtained.
At each hidden node, the input data are passed through
an activation function which performs a non-linear
transformation over this data. Let a”l to be the output
of layer. Then, the output of the next layer could be
calculated as follows using Eq. (3) and Eq. (4).

a*t = g iz + bj*) 3)

7 = afwl.(jl'Hl) 4)
Where z_ij is the input of the next layer, b is the bias,
w®+D s the weight connection between the layers
1 and 1=1. In the case of multi-class classification, the
output of the last layer can be computed by applying
softmax on the last layer output. This family of networks
has a lot of variations, each one of them used for a
specific range of problems. The Restricted Boltzmann
Machine, Deep Belief Network, Auto-encoder, Deep
CNN are some variations of DNN networks. The most
common learning algorithm used to train this kind of
network is the back-propagation algorithm with the
help of the gradient descent algorithm. The training
process of DNN is not a trivial task and it requires a
lot of focus and attention in order to avoid over-fitting.
On the other hand, the architecture of the DNN along
with the used activation functions needs to be selected
carefully by the network designer in order to be able
to solve the problem perfectly. Furthermore, the initial
weight value of the interconnections in the network can
highly affect the convergence speed of the network. It
seems that DNN is a double-edged sword, according to
the way it was developed. Anyway, a lot of optimization
algorithms are proposed to tune the hyperparameters
of the DNN including natural-inspired algorithms,
Bayesian optimizations, and many others.¢3%]

CNN Classifier

Another famous variation of the ANN is CNN. These
kinds of networks have the same principles of DNN,
their differences concentrate on the structure of the
network layer, the series of actions applied on the input
data to generate the output and their application area.
The CNN was inspired by the organization of the visual
cortex and its connectivity pattern is more similar to the
neurons in the human brain.CNN networks are mainly
used for image classification, object recognition, and
rarely for audio recognition. The spatial and temporal
dependencies in the input image can easily be captured
by CNN with the help of its special layers. A general
structure of CNN is depicted in Figure 1.

The architecture of this classifier consists of an input
layer, a series of convolution layers, and each followed
by a pooling layer. Each convolution layer consists of a
set of square filters or kernels, where each filter slides
over all the pixels of the input image, which will result in
a feature map. When the filters are applied, the amount
of filter slide over the input image can be controlled to
better reflect the overlapping of the pixels with their
neighbours.”!"131 Rectified Linear Unit (ReLu) is one of
the popular and widely used activation functions used
in the network. In general, the CNN network takes an
image as input, the input image pass through a set of
convolution layers and pooling layer.

[
CONVOLUTION + BILU  PODUING  COMVOLUTION + BILY  POOLING MAIN T sortMAx

i Y

FEATURE LEARNING CLASSIFICATION

Figure 1: CNN structure!

The output of each convolution layer is a feature map.
The output of the pooling layer is a reduced size output
of the input data. The final hidden layer is flattened and
fed to the fully connected layer which will provide the
final results. The CNN needs a large number of images
to be trained. The most common learning algorithm is
the back-propagation algorithm with the help of gradient
descent. Many popular architectures of CNN networks
received huge popularity in the last decades and used
are extensively in the industrial and research fields, we
could mention LeNet, AlexNet, VGG-16, VGG-19 and
many others.

Spotted Hyena Optimizer (SHO)

Recently several optimized techniques have been used
for more efficient optimization results. SHO is based
on the hunting nature of spotted hyenas. This optimizer
presents a lot of advantages over other optimizers.
It is very simple to implement because of its simple
algorithmic nature. The working principle is based on
four basic steps, such as; encircling prey, hunting prey,
prey attacking and pray search. This algorithm can be
applied to solve various real-life engineering problems
to find optimal results. In real life, the spotted hyenas
live in a group having more than 100 members and they
generally hunt in groups. There are different types of
hyenas and spotted hyenas are proficient and massive
hunter species than other species. The working principle
of SHO is based on the following four steps.[*2%

a. Encircling prey: The mathematical model of this
behaviour is represented by the Eq. (5) and Eq. (6).

Dp = B-Pp(x) — P(x) &)
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P(x+1) =Pp(x)—E-Dy 6)

Where,D, = distance between preys and spotted hyenas,
x=current iteration, B and E = Coeeficeint vectors and
Pp = position of the prey.

The vectors B and E are calculated using Eq. (7), Eq. (8)
and Eq. (9).

B = Z.le (7)
E=2hrd,—h )
. 5
h=5-— (Iteratlon X (m)) (9)

Where Iteration = 1,2,3,..., Max Iteration

h is linearly decreased from 0 to 5 over Max Iteration
which promotes more exploitation as the iteration
increases. However, rd, and rd, are random vectors in
[0, 1]. By using Eq. (5) and Eq. (6), a spotted hyena can
update its position randomly.

b. Hunting

The following Eq. (10), Eq. (11) and Eq. (12) proposed
in this mechanism are used for hunting the prey and
creating a cluster of optimal solutions.

D,=B.P, -P, (10)
P =Ph-ED, 1)
C=P+Pt TPy (12)

Where P, = position of spotted best spotted hyena,

P, = position of rest.other spotted hyenas and N = no.of
spotted hyenas. This N can be computed as follows
using Eq. (13).

N=Count Nos. (P, P Py oo, (P(HM))) (13)

(h+1),

Where M is a random vector in [0.5,1], nos defines the
number of solutions and count all candidate solutions,
after addition with M, which are far similar to the best
optimal solution in a given search space, and C, is a
group or cluster of N number of optimal solutions.

c. Attacking Prey

In order to mathematically model for attacking the prey,
we decrease the value of vector h. The variation in vector
E is also decreased to change the value in vector h which
can decrease from 5 to 0 over the course of iterations.
The mathematical formulation for attacking the prey is
done using Eq. (14).

Px+1) =2t (14)

Where, P, save the best solution and updates the
positions of other search agents according to the position
of the best search agent. The SHO algorithm allows its

search agents to update their position and attack towards
the prey.

d. Searching of Prey

This step is also named as exploration step. However,
the searching process gives idea about the exploration
ability of an algorithm. The SHO algorithm confirms
the ability of applying random values which are < 1
or > I. This algorithm has a vast application area and
can be used to solve several real-world optimization
complexities by utilizing the goodness of this algorithm.
This algorithm takes low computational cost for better
results than other meta-heuristics algorithms.

Broap Overview oF THE PROPOSED Bio-
MEDICAL IMAGE CLASSIFICATION MODEL

In correspondence with this research, main objective is
to empirically develop and validate an automated expert
system and ensure the reliable and accurate bio-medical
image classification of brain MRI datasets. However,
even though there are many strategies developed for
image analysis, one of the contributing factors to the
development of new methods is the growing demand for
accurate diagnostic analysis. In this study, the CNN has
been extensively implemented and studied to develop
an optimized bio-medical image classification model by
tuning the hyper-parameters of CNN such as; learning
rate, momentum, number of epochs, batch size, kernel
size, kernel type, stride, padding, number of hidden
layers and activation functions by exploring the social
and behavioural activities of a meta-heuristic SHO
algorithm.

Collect Data == Build & Train Model == Asses the Performance = Validate

Classification model

Performance
Tuning & Training i

Accuracy and
Image Data isti idati

Ingestion
Hyper-parameter Traditional ANN
Tuning using SHO based Models
[MLP & ELM]

Automatic

Paramater Seleetion Deep Network based

Models
[DNN & CNN]

Hypertuned Model
[Hypertuned CNN]

Figure 2: Overall design of the proposed bio-medical
image classification model.

Model Testing

Model Validation

1

Step1. Set the range, Lower Boundary (LB) and Upper
boundary (UB) of each hyper-paramaters of CNN

Step2. Set the number of papulations and fterations of SHO

Stepd. Inialize the candidates

| Stepd, Find the fitness of all the candidates using CNN

| Step5. Update the candidates using SHO alqorithm

| Steps. Repeat step 4 and step 5 until exit criteria satisfied

40
A0
%.-E B

Figure 3: Model selection and optimization by tuning
hyper-parameters of CNN by hybridizing with SHO.
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Moreover, the main importance has been given to
hybridize the CNN with SHO to obtain the tuned
hyper-parameters of CNN. The proposed study
revolves around four stages of implementation such as;
collection of data; build and train the model, asses the
performance of the tuned CNN with various learning
strategies such as MLP, ELM, DNN and basic CNN
and finally validating the proposed method through
various accuracy measures such as; misclassification,
rate, precision, recall, Fl1-score, G-mean and also the
improvement of hyper-tuned CNN oven MLP, ELM,
DNN and basic CNN has been recorded. Various error-
graphs, ROC and convergence curve graphs have been
drawn to establish the efficacy of the proposed model.
Additionally, the statistical validation measures have
been used to validate the proposed hyper-tuned CNN
for bio-medical image classification. The overall design
of this proposed strategy has been provided in Figure 2.

The key issue lying with the design of any machine
learning model is to better understand the architecture
of your learning algorithm, its inputs, the parameters,
and the output. While designing those models, the
inputs and outputs may be known to the researcher but
choosing the optimal values for those free parameters
is not known and has to be explored empirically with a
range of possible values. In a true sense, while designing
any such model, ideally the algorithm must be able to
perform this exploration of selecting and obtaining
the optimal model parameters automatically. Those
parameters, which define the architecture of any machine
learning model are known as hyper-parameters and the
model which is able to search for the optimal values for
those parameters is known as hyper-parameter tuning.
Those hyper-parameters are not the model parameters
and cannot be directly trained from the data. Therefore,
optimization methodologies are adopted to obtain the
eligible parameter values.

Mathematically, this tuning of hyper-parameters can be
defined as follows;
Let the classification model be defined as Q,
Datasets—CM, Where CM is the classification model.
(L €9 is the obtained hyper-parameter configuration
of CNN where; learning rate, momentum, number
of epochs, batch size, kernel size, kernel type, stride,
padding, number of hidden layers are the parameters to
be considered.

The proposed hyper-tuned CNN algorithm estimates a
classification model CM_, that minimizes a regularized
loss function or misclassification rate X.

arg min

Q(DatasetsTraming): = CMpeCH

X(CMq, Datasetsyyining) + R(CMy

Now, the next step is to validate the obtained hyper-
parameters (Q) using Datasets, . . which can be done
using the following Eq. (15).

0= arg minN (CMQrDatasetSTraining)r DatasetStesting (15)
: Qed =:Misclassification Rate(()

Note: The values of Q has been obtained utilizing the
steps of SHO such as; encircling the prey, hunting,
attacking and searching for the prey as given in
Algorithm 1. The layout and overall processing of
hyper-parameter tuning based on SHO have been shown
in Figure 3 and Figure 4 respectively.

Algorithm 1: Proposed hyper-parameter tuning of CNN using
SHO!14-20]
Number of Spotted Hyenas (SHs),

Input: SH (i=1,2,..,n)
Output: Best SH
o Each SH is a combination of CNN models hyper-
2 arameters such as;
<3 (Learning rate,Momentum,Batch size,Number of
= nodes in each Convolution Layers,
8 Kernel Size,Activation functions,Filters
- Size,Dropout and number of epochs)
1 Initialize population of n SHs randomly
2 Calculate the fitness value of each search agent
3 While (Epoch < max number of iterations)
4 For each SH
5 Update the position of each search agent according
to Eq. (14)
6 End for
7 Update the control parameters E, B, D, and h
8 Compute the fitness value of each SH
9 Update SH, if it is better than the previous solution
10 Update the cluster C_h w.r.t. SH,
11 Epoch = Epoch + 1
12 End while

ReSEARCH METRICS AND EMPIRICS

This section discusses the system configuration, the
various datasets used, the parameters chosen for FLANN,
MLP, ELM, DNN, and CNN for experimentation. The
selected range of parameters after tuning the CNN for
both datasets has also been given.

System Configuration

This section describes the experiment carried out
using the combination of MLP, ELM, DNN, CNN,
hyper-tuned CNN based on SHO to handle the image
classification model. Searching for the best combination
of hyper-parameters requires computational resources.
The experimental evaluation is carried out in the
Google Colab environment, under Windows7 with 64
bit and 4GB RAM of Intel i3. Google Colaboratory or
Colab requires zero configurations with free access to
GPUs to write and execute Python in the researcher’s
browser which also provides an easy sharing facility.
Additionally, this Colab harnesses the full power of
popular libraries to analyse and visualize the data.

Datasets used for Experimentation

In this study, the datasets belonging to brain MRI are
considered for experimentation and comparison and are
collected from Kaggle Repository.?*3% The first dataset
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Glioma, that has been published and owned by Bhuvaji
et al.”! is Brain MRI images™” and the second dataset is
named as Brain MRI Images for Brain Tumor Detection
had been published and maintained by Chakrabarty?®,
a PG Diploma student at IIIT Bangalore. The detailed
description of those two datasets is given in Table 1.

Table 1. Description of datasets

Total No.of  No. of
Dataset Data Classes and class samples samples
size labels used for used for

training testing
Gliomatumour-01 826 100
. Pituitary-02 827 74
Gliomal®) 3264 Meningioma-03 822 115

No tumour-04 395 105

Brain No tumour-0 68 30
MRI 253 pumour-1 108 47
Imagest”

Parameters Selection for MLP. ELM, DNN and
basic CNN

As detailed in Table 2, the number of input nodes
chosen for MLP and ELM is 2250. The number of nodes
for the hidden layers for MLP utilized the Keras API
therefore; there is no need of choosing the number of
hidden layers, number nodes, and activation function.
The ELM architectures use one hidden layer with 16384
nodes. The number of nodes in the output layer chosen
for MLP and ELM is four. The ReLu activation function
has been used for both input and hidden layers of ELM
whereas; Softmax has been used for the output layer of
ELM.

[Note: NN- No. of nodes, IL-Input Layer, HL- Hidden
Layer, OL-Output Layer, AF-Activation Function, FC-
Fully connected, KS-Kernel Size, IS-Input Shape, PS-
Pool Size, LR-Learning Rate, Mom- Momentum, BS-
Batch Size, FS-Filter Size, are the notations used in
Table 2, Table 3, Table 4, Table 5, Table 6 and Table 7].

Table 2. Parameters for MLP and ELM
Layers MLP ELM
IL NN=22500 NN=22500, AF=ReLu
All the parameters HL=1, No. of
HL  are defined in Keras nodes=16384,
API AF=ReLu
OL NN=4 NN=4, AF=Softmax

The various parameters chosen for DNN are listed
in Table 3. The number of nodes in input layer and
output layers have been chosen as (150,150, 1) and 4
respectively. Five hidden layers have been chosen and
the number of hidden layers is 128 and the activation
function used for input and hidden layers is ReLu
whereas; Softmax has been used for output layer.

Table 3. Parameters for DNN

Layers Parameter Values

IL NN=(150,150,1), FC, AF=ReLu
HL 1 NN=128, FC, AF=ReLu
HL 2 NN=128, FC, AF=ReLu
HL 3 NN=128, FC, AF=ReLu
HL 4 NN=128, FC, AF=ReLu
HL 5 NN=128, FC, AF=ReLu

OL NN=4, FC, AF=Softmax

Similarly, the parameters chosen for basic CNN are
given in Table 4. The number of filters considered in
convolution layer 1 is 64 whereas; 128 numbers of
filters have been taken for convolution layer 2 to 5. The
ReLu activation function has been used for convolution
layer 1 to 5 along with max pool where dense is 1024,
the pool size has been taken as (2, 2) for all the layers.
The kernel size has been taken as (5, 5) for convolution
layer 1 and (3, 3) for convolution layer 2 to 4, whereas;
(2,2) for convolution layer 5. The input shape of the
convolution layer 1 is (150, 150, 1) which is same as the
DNN. The dropout values have been chosen as 0.25 for
maxpool of convolution layer 1 and 2, it is chosen as 03
for the maxpool of convolution layer 3 to 5. The various
parameters of the optimizer are considered to be Adam,
Ir=0.001, beta_1-0.9, beta_2=0.999 with 50 epochs and
a batch size of 40.

Table 4. Parameters for CNN

Model Sequential
CL 1 FS=64, KS=(5,5) Padding= same,
AF=ReLu, 1S=(150,150,1)
Max pool PS=(2,2), dropout= 0.25
CL2 FS=128, KS =(3,3) Padding= same,
AF=ReLu
Max pool PS=(2,2), dropout= 0.25
CL 3 FS=128, KS =(3,3) Padding= same,
AF=ReLu
Max pool PS =(2,2), dropout= 0.3
CL 4 FS=128, KS =(3,3) Padding= same,
AF=ReLu
Max pool PS =(2,2), dropout= 0.3
CL S FS=256, KS =(2,2) Padding= same,
AF=ReLu
PS =(2,2), dropout= 0.3
Max pool Dense=1024, AF=ReLu, dropout=0.5
Dense=4, AF=Softmax
Optimi Adam, 1r=0.001, beta_1=0.9,
PHmiZer beta_2-0.999
Bftrc) zcsli,ze Epoch=50, batch size=40

CNN and Tuning Hyper-parameters of CNN
based on SHO

In CNN, there are nine hyper-parameters that needs to
be optimized to obtain permissible values for those nine
parameters from a set of lower and upper bound values
assigned to the CNN before starting of the training
process as given in Table 5. It has been found that
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optimizing hyper-parameters in CNN is really a tiresome
task for many of the researchers who are working in
this domain. The manual selection of hyper-parameter
values is cumbersome, therefore, an attempt has been
made to empirically configure and obtain the values for
the set of hyper-parameters with different combinations
of values using SHO. In this work, the search for the
optimal values for those hyper-parameters is done on
both Glioma and Brain MRI images datasets. The hyper-
parameters of CNN are selected as learning rate within
the range of [0.001 to 0.1], momentum as [0.9, 0.95,
0.99], batch size has been considered to be within [32,
64, 128, 256]. The nodes in convolution layers are within
[5-516], kernel size with [(2,2), (3,3), (5,5), (6,6)], ReLu,
Sigmoid, LReLu are considered for activation function,
the filter size is [64,128,192,256]. The dropout has been
set to [0.1,0.3,0.5,0.9] and the number of epochs are
experimented for [50,100,200,500,700,1000] numbers.

Table 5. Hyper parameters of CNN to be tuned

Hyper Parameters Range
LR Min. value-0.001, Max. value- 0.1
Mom. [0.9, 0.95,0.99]
BS [32, 64, 128, 256]
NN in CLs Min. value-5, Max. value- 516

KS [(2.2), (3,3), (5,5), (6,6)]
AFs [ReLu, Sigmoid, LReLu]
FS [64,128,192,256]

Dropout [0.1,0.3,0.5,0.9]

No. of epochs [50,100,200,500,700,1000]

This searching strategy has been mathematically
explained below for better understanding by the readers
with an example.

Example: Parameter set-up for SHO;

a. Let Max Iteration: 2 and No. of candidates (N). 5
Epoch-1:

Candidate-1 [0.001,0.9,32,5,(2,2),1,64,0.1,50]
Candidate-2 [0.005,0.95,64,500,(3,3),2,128,0.3,100]
Candidate-3 [0.05,0.95,64,516,(5,5),3,256,0.9,500]

Candidate-4 [0.1,0.99,128,1000,(3,3),2,128,0.5,200]
Candidate-5 [0.07,0.9,256,300,(6,6),1,128.0.3,700]

b. Input the dataset to each candidate and the error rate/
fitness values are computed as;

Candidate-1: 0.5624
Candidate-2: 0.8622
Candidate-3: 0.7654
Candidate-4: 0.9532
Candidate-5: 0.4433 [Note: (Best Candidate i.e. P,)]

c. Updated parameters of SHO;
Encircling:

h =5 - (Iteration % (5 /Max Iteration))
h=5-(1x%x(5/72)=3

B=2"rd,

B =2x0.3=0.6 (suppose random numbers rd, = 0.3
and rd,= 0.2)

E=2h-rd,—h

E=2x3x02-3=-1.8
Hunting:

D, = B-P,- P, and P,= P, - E - D,. Where P, defines
the position of first best spotted hyena, P, indicates the
position of other spotted hyenas.

For-1:
D,=B-P, - P, can be computed as

D,=0.6 x[0.07, 0.9, 256, 300, (6, 6), 1, 128, 0.3, 700] -
[0.001, 0.9, 32, 5, (2, 2), 1, 64, 0.1, 50]

D,=[0.042 0.54 153.6 180 (3.6, 3.6) 0.6 76.8 0.18 420]
-0.001, 0.9, 32, 5, (2,2), 1, 64, 0.1, 50] = [0.041 -0.36
121.6 175 (1.6, 1.6) -0.4 12.8 0.08 370]

And P, =P, -ED,can be computed as;
P,=[0.07,0.9,256, 300, (6, 6), 1, 128,0.3, 700] - (-1.8)x
[0.041 -0.36 121.6 175 (1.6, 1.6) -0.4 12.8 0.08 370]

P,= [0.07, 0.9, 256, 300, (6, 6), 1, 128, 0.3, 700] -
[-0.0738 0.648 -218.88 -315 (-2.88, -2.88) 0.72 -23.04
-0.144 -666]

P,=1[0.143 0.252 474.8 615 (8.88, 8.88) 0.28 151.04
0.444 1366]

Similarly, compute P for rest of the candidates
C,=P+P, +-+P

(k+1) (k+N)

C, =1[0.143 0.252 474.8 615 (8.88, 8.88) 0.28 151.04
0.4441366] + P, of Candiate 2 + . .. + P, of Candiate 5

Attacking prey (Exploitation):

P(x+1) = C, / N, Suppose, P(x+1) =[0.243 0.352 574.8
715 (9,9) 0.4 155 0.6 1400]

Where, P(x+1) is the position of the prey.
New Position of Candidates can be computed as;

P, = P(xtl) = [0.243 0.352 574.8 715 (9.9)0.4 155
0.6 1400]

D,=B-P  -P(x)

- P(Cundidate 1)

oo = 0.6 X [0.243 0.352 574.8 715 (9,9)0.4 155
0.6 1400]- [0.001, 0.9, 32, 5, (2, 2), 1, 64, 0.1, 50]

h for Candiadte 1 - B'PPrqvpo.siriun

P coniiane 1, = [0:243 0.352 574.8 715 (9, 9) 0.4 155 0.6
1400] - (-1.8) x D,

Now, bringing the values within boundaries, for example
for P_((Candidate 1)) , the first parameter value 0.243
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which is the value obtained for learning rate, now as
this obtained is more than the max value (0.1), now it
needs to lower down to 0.1 instead of 0.243. Similarly,
other obtained parameter values are to be mapped to
the range of permissible values as mentioned in t Table
5. During the investigation through experimentation,
the set of values obtained for the Glioma and Brain
MRI images datasets are detailed in Table 6 and Table
7 respectively. Those values are obtained with respect
to the set of permissible values assigned for CNN for
experimentation with respect to Table 5.

Table 6. Hyper parameters of CNN after tuning
for Glioma dataset

Hyper Parameters Range
LR 0.009
Mom 0.9
BS 32
No. of nodes in CL 2 256
No. of nodes in CL 3 256
No. ofnodes in CL 4 256
No. of nodes in CL 5 128
KS of IL (5,5
KS of CL 2 (5,5
KS of CL 3 (5,5
KS of CL4 (3,3)
KS of CL 5 (3,3)
AFs ReLu
FS of IL 128
FSof CL2 128
FS of CL 3 64
FSof CL 4 64
FS of CL 5 128
A number of epochs 500

Table 7. Hyper parameters of CNN after tuning
for Brain MRI dataset

Hyper Parameters Range
LR 0.003
Mom 0.9
BS 32
No. of nodes in CL 2 256
No. of nodes in CL 3 256
No. of nodes in CL 4 128
No. of nodes in CL 5 128
KS of IL (5,5
KS of CL 2 (5,5
KS of CL 3 (3,3)
KS of CL 4 (3.3)
KS of CL 5 2,2)
AFs ReLu
FS of IL 128
FSof CL2 128
FS of CL 3 128
FSof CL 4 64
FSof CL 5 64
A number of epochs 200

Here, to establish the performance of hyper-tuned CNN
based on SHO, the ROC curve has been drawn for both
of the datasets considering the false positive and true

positive rates at different thresholds of the proposed
hyper-tuned CNN classifier. Figure 4 establishes the
performance of hyper-tuned CNN for both the datasets
used for experimentation in this work with respect to the
error-graph. From this graph, it can be inferred that the
error-rates of the Brain MRI images dataset is lowering
down significantly and becoming zero before 100 the
iteration and for the Glioma dataset, the error-rate is
lowering down and reaching to zero before the 300 the
iteration while classification is done using proposed
SHO based hyper-tuned CNN classifier. It can be seen
from Figure 5 that, both false positive and true positive
rates are increasing giving rise to a two-dimensional
area underneath the entire ROC curve with maximum
Area Under Curve (AUC) value providing an aggregate
measure of performance across all possible classification
thresholds.
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Figure 4: Error-graphs showing the effectiveness of
hyper-tuned CNN using SHO for Glioma and Brain
MRI images datasets
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Figure 5: ROC curves showing the effectiveness of
hyper-tuned CNN using SHO for Glioma and Brain
MRI images datasets
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Model Comparison and Validation

This section discusses the performance evaluation of
the proposed optimized hyper-parameters CNN-based
on the SHO algorithm. The proposed hyper-parameter
tuned CNN has been compared with variants of ANN-
based and deep learning-based classifiers such as MLP,
ELM, DNN, and CNN. The various performance
measures based on classification accuracy have been
recorded for both Glioma and Brain MRI image datasets.
It can be seen that the result of hyper-parameters
values that minimize the cost as obtained by using the

proposed bio-medical image classifier is showing good
results in comparison to other strategies considered for
experimentation and comparison. Table 8 depicts the
comparison results of MLP, ELM, DNN, and CNN
over the proposed tuned model. In this validation, for
Glioma dataset it can be seen that for Glioma Tumour
class the accuracy, misclassification rate, precision,
recall, specificity, F-score and G-mean is showing better
result with 98.98%, 1.02%, 98%, 98%, 99.32%, 98%,
and 98.66% respectively

Table 8. Performance of evaluation of traditional ANN based strategies, DNN based strategies and
the proposed hyper-parameter tuned CNN based on SHO for Glioma dataset

= Performance Measures

§ Class Labels Accuracy Mlscla;:mcatlon Precision Recall Specificity F1-score G-mean

Glioma Tumour 0.8376 0.1624 0.6698 0.7100  0.8810 0.6893  0.7909

£ Meningioma Tumour  0.8071 0.1929 0.6560 0.7130  0.8459 0.6833  0.7766

Q No Tumour 0.8655 0.1345 0.7766  0.6952 0.9273 0.7337  0.8029

Pituitary Tumour 0.8959 0.1041 0.7391 0.6892 0.9437 0.7133  0.8065

Glioma Tumour 0.8858 0.1142 0.7570  0.8100 09116 0.7826  0.8593

E Meningioma Tumour  0.8832 0.1168 0.7851 0.8261 0.9068 0.8051 0.8655

< No Tumour 0.9239 0.0761 0.9032  0.8000 0.9689 0.8485 0.8804

Pituitary Tumour 0.9315 0.0685 0.8219 0.8108 0.9594 0.8163  0.8820

Glioma Tumour 0.9442 0.0558 0.8750  0.9100  0.9558 0.8922  0.9326

S  Meningioma Tumour  0.9467 0.0533 0.9196 0.8957  0.9677 0.9075  0.9310

% No Tumour 0.9492 0.0508 0.9126 0.8952  0.9689 0.9038  0.9313

Pituitary tumour 0.9467 0.0533 0.8533  0.8649 0.9656 0.8591 09139

Glioma Tumour 0.9822 0.0178 0.9697  0.9600 0.9898 0.9648 0.9748

a Meningioma tumour 0.9695 0.0305 0.9328 0.9652 0.9713 0.9487 0.9682

% No Tumour 0.9848 0.0152 1 0.9429 1 0.9706  0.9710

Pituitary Tumour 0.9772 0.0228 0.9221  0.9595 0.9812 0.9404 0.9703

E Glioma Tumour 0.9898 0.0102 0.9800 0.9800 0.9932 0.9800 0.9866

§ ?; Meningioma Tumour  0.9848 0.0152 0.9658 0.9826  0.9857 0.9741  0.9841

% % No Tumour 0.9923 0.0077 0.9904 0.9810 0.9965 0.9856 0.9841
8

% % Pituitary Tumour 0.9873 0.0127 0.9726  0.9595 0.9938 0.9660 0.9765
e

Considering the Meningioma Tumour class, the
values recorded are 98.48%, 0.52%, 96.58%, 98.26%,
98.57%, 97.41% and 98.41. The values for the No
Tumour class are recorded as, 99.23%, 0.77%, 99.04%,
98.10%, 99.65%, 98.56% and 98.41%, similarly, for
the Pituitary class, the observed accuracy measures as
stated above are 98.73%, 0.127%, 97.26%, 95.95%,
99.38%, 96.6% and 97.65% respectively which are on
the higher side of performance measured values over

MLP, ELM, DNN, and CNN. The accuracy measures
for the Brain MRI image dataset as shown in Table 9
records 97.40%, 0.26%, 97.87%, 97.87%, 96.67% and
97.87% for accuracy, misclassification rate, precision,
recall, specificity, F-score, and G-mean respectively,
which are also in-turn shows the better performance of
the proposed model for Brain MRI image dataset over
MLP, ELM, DNN and CNN classifiers.

Table 9. Performance of evaluation of traditional ANN based strategies, DNN based strategies and
the proposed hyper-parameter tuned CNN based on SHO for Brain MRI images dataset

Models Accuracy Misclassification Rate Precision Recall Specificity F1-score G-mean
MLP 0.7143 0.2857 07907 0.7234  0.7000  0.7556  0.7116
ELM 0.8182 0.1818 0.8667 0.8298  0.8000  0.8478  0.8148
DNN 0.8571 0.1429 09091 08511 08667 8791  0.8589
CNN 0.9221 0.0779 09362 09362 09000 09362 09179
Hyper p"‘gf]n]\?ter tuned ) 9749 0.0260 09787 09787 09667 09787  0.9727
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The average training accuracy of the proposed tuned
bio-medical image classification is 97.99% and 98.99%
for Glioma and Brain MRI image datasets. Similarly,
the average testing accuracy can be seen that 98.76%

for error-rate, accuracy and improvement over other
compared classification methods have been given in
Table 11 and Table 12 during training and testing phases
respectively. It can be witnessed from Table11 that, there

is significant improvement for MLP with 11.23%, ELM
with 9.03%, whereas; for DNN and CNN it has 2.63%
and 134% improvement for Glioma dataset. Similarly,
for Brain MRI image dataset, the improvement of
proposed tuned CNN is 24.23%, 16.02%, 11.21% and
7.11% for MLP, ELM, DNN and CNN respectively
during training of the instances. During the testing phase

and 99.23% for Glioma and Brain MRI image datasets
respectively and are detailed in Table 10.

Table 10. Observed training and testing
average-accuracy of hyper-parameter tuned
CNN for Glioma and Brain MRI datasets

Datasets Training Testing as detailed in Table 12, it can be seen that, the percentage
Glioma 97.99% 98.76% of improvement shown by proposed model over MLP,
Brain MRI Images 98.99%, 99.239%, ELM, DNN and basic CNN are 12.93%, 10.78%, 3.77%

and 1.75% respectively for Glioma dataset and 25.35%,
17.01%, 12.68% and 7.24% respectively for Brain MRI
image dataset.

The effectiveness of the proposed image classification
model for Glioma and Brain MRI image datasets

Table 11. Effectiveness of hyper-parameter tuned CNN using SHO of Glioma and Brain MRI datasets
for both traditional ANN based and DNN based classification strategies during training phase of
classification

Traditional ANN based strategies Deep Network based strategies

Datasets Measures MLP ELM DNN CNN
Error-Rate (%) 13.24% 11.04% 4.63% 3.35%
Glioma Accuracy (%) 86.76% 88.96% 95.37% 96.65%
Improvement (%) 11.23% 9.03% 2.62% 1.34%
Error-Rate (%) 25.24% 17.31% 12.32% 8.22%
Brain MRI Images Accuracy (%) 74.76% 82.69% 87.68% 91.78%
Improvement (%) 24.23% 16.2% 11.21% 7.11%

Table 12. Effectiveness of hyper-parameter tuned CNN using SHO of Glioma and Brain MRI datasets
for both traditional ANN based and DNN based classification strategies during testing phase of
classification

Traditional ANN based strategies Deep Network based strategies

Datasets Measures MLP ELM DNN CNN
Error-Rate (%) 14.17% 12.02% 5.01% 1.24%
Glioma Accuracy (%) 85.83% 87.98% 94.99% 98.76%
Improvement (%) 12.93% 10.78% 3.77% 1.75%
Error-Rate (%) 26.12% 17.78% 13.45% 8.01%
Brain MRI Images Accuracy (%) 73.88% 82.22% 86.55% 91.99%
Improvement (%) 25.35% 17.01% 12.68% 7.24%

For better visualization, the error-rate of the MLP, ELM, very well and can be witnessed from those two graphs.
DNN, basic CNN and the proposed hyper-parameter
tuned CNN for Glioma and Brain MRI images datasets
are plotted in graphs as given in Figure 6(a) and Figure
6(b) respectively. The error-rate of the proposed
hyper-parameter tuned CNN is dropping significantly
approximately during 65 number of iterations whereas;
the error-dropping rate of MLP, ELM, DNN and basic
CNN can be observed at approximately 137, 178, 73, 128
number of iterations. The accuracy performance with
respect to error-rate of hyper-tuned CNN is performing

Figure 7 (a) to Figure 7(d) show the ROC curves of MLP,
ELM, DNN, CNN and the proposed hyper-parameter
tuned CNN using SHO of Glioma class, Meningioma,
No Tumour and Pituitary classes of Glioma dataset
respectively. Though, Glioma is a multi-class dataset
having four classes, the ROC curves for each class has
been plotted. From Figure 7(a), Figure 7(b), Figure 7(c)
and Figure 7(d) it can be seen that, the AUC for the
proposed image classification model is much more than
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the AUC of MLP, ELM, DNN and basic CNN for all the
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Similarly, the Figure 8 (a) shows the ROC curves of
MLP, ELM, DNN, CNN and the proposed hyper-
parameter tuned CNN using SHO for Brain MRI images
dataset and it can be witnessed that, the AUC for the
proposed image classification model is much more than
the AUC of MLP, ELM, DNN and basic CNN for this
dataset also.

ROC for Bran MR datos
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Figure 8: ROC curves of MLP, ELM, DNN, CNN and

the proposed hyper-parameter tuned CNN using SHO
for Brain MRI images dataset
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Statistical Validation

The statistical validation of the propose tuned CNN
along with MLP, ELM, DNN and CNN classifiers has
been done using Friedman test!*** and the average rank
values are recorded and shown in Table 13.

Table 13. Average rank of classifiers by
Friedman Test

Hyper-
tuned

CNN
0.8676 0.8896 0.9537 0.9665 0.9799

Datasets MLP ELM DNN CNN

Glioma

_ e @ 3 O (1)
Brain MRI  0.7476 0.8269 0.8768 0.9178 0.9889
Tlmla%{esk e @ 3 O (1)
otal Ran

(T 1) 10 8 6 4 2

T 172 100 64 36 16 4

It can be computed as;

5 12
TTNK(K+1

Where, N = no.of dataset K = no.of hypothesis

(TE+T7+-++TE)—3NK +1)

12
F}—m(100+64+36+16+4)—3><2>(6—8

Critical value for « = 0.05, K=2 and N =2 is 7.6 which
is observed from the Friedman distribution table.

F_1is larger than 7.6, it implies the null hypothesis is

rejected.

Discussions AND KEY OBSERVATIONS

This research proposed a method to obtain the optimal
values for the hyper-parameters of CNN using the
collaborative behaviour of SHO technique. The findings
of this study are discussed and mentioned below.

An empirical bio-medical image classification model
has been proposed, experimented and validated.

Two Brain MRI datasets such as; Glioma with multi-
classes and Brain MRI images with two-classes are used
for experimentation.

The basic objective of this study was to choose the best
values for the hyper-parameters such as; learning rate,
momentum, number of epochs, batch size, kernel size,
kernel type, stride, padding, number of layers in hidden
layers, activation functions etc. The focussed challenge
among the researchers is to overcome the problem of
choosing or setting the values of those parameters
manually.

This has been addressed based on SHO algorithm which
in-turn has been hybridized with the processing steps of
CNN and the obtained optimal values for those hyper-
parameter are depicted in Table 6 and Table 7 for Glioma
and Brain MRI datasets respectively. Additionally, the
processing steps of this proposed hybrid technique have
been elaborated through an example.

The error-graphs and ROC curves from Figure 4 and
Figure 5 respectively witnesses the effectiveness of
hyper-tuned CNN using SHO for Glioma and Brain
MRI images datasets.

A detailed comparison has been made on traditional
ANN models, deep neural networks and hyper-tuned
CNN learning-based image classification and the results
showed good performance of the proposed model, which
is illustrated in Table 8 and Table 9 for Glioma and Brain
MRI images datasets.

After validating and establishing the proposed model,
the performance of this model has been compared with
traditional ANN strategies such as; MLP and ELM as
well as deep network based strategies such as; DNN
and basic CNN. The improved results for training and
testing phases are given in Table 11 and Table 12, based
on the values of Table 10 such as; 97.99% and 98.76%
for training and testing of Glioma and 98.99% and
99.23% for Brain MRI images datasets respectively.

The error-rate graphs for both the datasets are given
in Figure 6(a) and Figure 6(b). Additionally, the ROC
curves for both the datasets are shown in Figure 7(a)
to Figure 7(d) and Figure 8 for Glioma and Brain MRI
images datasets respectively.

The statistical validation has also been done based on
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Friedman Test and can be seen in Table 13.

Finally, the observation can be outlined as; the working
principle of SHO is somehow similar to the working
principle of PSO. In case of PSO, the mathematics was
used for updating the current position considers the
local best and global best position whereas; SHO only
considers global best position and another key advantage
of this SHO is it does not remember the past results like
PSO. This advantage of SHO makes this algorithm
computationally effective and efficient in terms of its
computational power as well as memory requirement.

ConcLusioN AND FUTURE ScoPE

The authors in this paper presented the empirical model
for bio-medical image classification which in turn can
automate the selection of hyper-parameters of the chosen
CNN classifier. For this purpose, authors first tried to
investigate the selection of optimal hyper-parameters
of CNN using SHO. The biological and collaborative
behaviour of spotted hyenas utilizing the explorative
strength along with exploitation in the search region has
resulted in an improved version of CNN for choosing the
optimal values of hyper-parameters which outperforms
the traditional ANN based strategies as well as deep
learning based other methods such as; DNN and basic
CNN. The key advantage of SHO such as; updating the
current position of the hyenas utilizing only the global
best position and less memory requirement also shows
the effectiveness of this meta-heuristic optimization
strategy. However, it can be observed that, it satisfies
enough over par around 97.99% and 98.76% for Glioma
and 98.99% and 99.25% for Brain MRI images datasets
for training and testing phases respectively. Given more
time, few more two-class and multi-class image datasets
and few more recent optimization techniques can be
explored for obtaining the optimal values of hyper-
parameters of CNN. Further, dataset used for testing
SHO algorithm can be compared with MNIST and
CIFAR-10 datasets as future study.
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